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C ase-control association studies use genetic markers as putative etiologic risk factors.
The approach is controversial and has tended to produce associations in neuropsy-
chiatry that do not stand the test of time. We studied the processes that can bias the
outcomes away from a true representation of the relationship between a genetic marker

and a neuropsychiatric disorder. If conducted with care and mindfulness of the potential pitfalls,
case-control association studies can be an important tool for psychiatric genetic research.
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Case-control association studies are an in-
creasingly popular approach to identify-
ing genes that cause neuropsychiatric
disorders.1-3 Their appeal is certainly in-
fluenced by notable successes in com-
plex disorders4,5 (eg, Alzheimer disease6

and type 1 diabetes mellitus7). The avail-
ability of the primary sequence of the hu-
man genome will hasten the already bur-
geoning use of genetic markers as risk
factors in neuropsychiatry. These studies
are often relatively easy to conduct, and
genotypic data are among the most reli-
able and inexpensive biological markers.

Case-control association studies are of-
ten viewed as alternative or complemen-
tary to linkage studies, whose application
in neuropsychiatry has not yielded the spec-
tacular successes seen with mendelian dis-
orders.8,9 Briefly, linkage studies4,5,10-12 in-
vestigate correlations between a disease and
inheritance of specific chromosomal re-
gions in families, whereas association stud-
ies focus on differences in the frequency of
specific genetic markers in groups of af-
fected and unaffected individuals.

Despite their popularity, case-control
association studies remain controver-
sial.13-16 Moreover, they have been the
source of considerable confusion, with sev-
eral prominent examples of the excite-
ment engendered by a significant associa-
tion between a neuropsychiatric disorder
and a genetic marker in an initial study

yielding to multiple nonreplications.8,9,17 In
this nontechnical review, we hope to pro-
vide a cogent discussion of the key issues
in the design, analysis, and interpretation
of case-control association studies.

GENETIC MARKERS
AS RISK FACTORS

Excellent introductions to molecular ge-
netics are available in print18 and on the
Internet.19,20 Many human genes are es-
sentially invariant, as mutations lead to
death or severe dysfunction. However,
there is enormous variability in the ge-
nome, and the genetic markers used as
risk factors in case-control association
studies capitalize on this variation. For

some markers, specific alleles (variants of
a genetic marker at a specific genomic lo-
cation) may be known to be associated (or
not associated) with alterations in pro-
tein expression or function. In most in-
stances, the functional consequences of
alleles at a marker are unknown; resolv-
ing this knowledge gap will be a major area
of inquiry in the future. It is important not
to dismiss the potential importance of ge-
netic markers with no known functional
consequences. Although a marker may not
itself have functional consequences, it may
be located near a functional mutation. The
“signal” from a causal mutation might be
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detected in nearby genetic markers
that of themselves have no func-
tional significance.2,3,11,12

The use of genetic markers as
putative risk factors21 has many at-
tractive qualities. The sine qua non of
causation is that a cause precedes its
effect in time.22,23 It is generally and
often implicitly assumed that “expo-
sure” to a genetic risk factor is life-
long and precedes its effects. This may
be a reasonable assumption, but there
is a critical caveat. Because gene ex-
pression is controlled in a complex
manner, a gene may be differentially
expressed only in specific circum-
stances (eg, in a developmental pe-
riod or after some exposure, life event,
or injury) or at a specific anatomic lo-
cation. An individual’s genotype at a
particular genetic marker is a static
representation that may or may not
accurately reflect temporal patterns of
exposure. From the perspective of
measurement, genotyping can be ac-
complished with high reliability (re-
producibility rates are usually �1%)
at any point in a person’s life (includ-
ing the prenatal and postmortem
periods). Genotyping is technically
accessible and possible in high vol-
umes. A cost of $1 (or less) per geno-
type makes it one of the cheapest bio-
logical markers in neuropsychiatry.
Technical advances make it possible
to generate thousands of genotypes
rapidly.24-27 DNA of sufficient quan-
tity and quality for thousands of geno-
types is readily obtained from a vari-
ety of tissue sources (eg, blood or
buccal epithelial cells).

CASE-CONTROL STUDIES

The typical approach is to ascertain
cases with a trait of interest and con-

trols without the trait, obtain DNA
samples, and genotype all subjects
for a genetic marker believed to be
of etiologic relevance. Statistical
analysis compares allele or geno-
type frequencies28 in cases vs con-
trols.12 As with any case-control ap-
proach, there are numerous sources
of bias29; considerable care must be
taken to ensure that cases and con-
trols are representative of the 2 arms
of the population in which one is in-
terested. Fundamentally, cases and
controls should represent “identi-
cal” samples from a single popula-
tion except for the diagnostic dif-
ferences. The following are some
issues in defining cases and con-
trols for association studies.

• Subjects should be unrelated,
in the conventional use of the
term.

• Investigators should adopt a life-
long perspective. Case defini-
tions should allow for the lifelong
(rather than current) presence of
a disorder and, ideally, for its life-
long absence in controls.

• Cases and controls should have
passed through comparable
amounts of the period of risk for
the disorder under study.

• Investigators should recognize the
limitations of psychiatric nosolo-
gies.30,31 The relationship be-
tween these case definitions and
genetic etiologic factors may not
be precise. It may be advisable to
investigate genetic influences on
a more basic trait (eg, neuroti-
cism) rather than on a disorder
(eg, major depression).

• It may be beneficial to focus on the
subtypes of a disorder for which
genetic influences may be more

likely (eg, recurrent or early-
onset major depression).1

• Some conditions in psychiatry in-
volve conditional disease pro-
cesses, in which a preceding event
must precede the subsequent trait
(M.C.N., K.S.K., and Edward
Harvey, PhD, unpublished data,
February 2001). Examples in-
clude initiation of drug use and
substance dependence or child-
birth and postpartum depres-
sion. The difficulty lies in the
choice of a control group, as con-
trols should have experienced the
preceding event and yet not de-
veloped the subsequent trait.

FOUR OUTCOMES

Assume that the results of the case-
control study are dichotomous, ie,
that there is either a significant or a
nonsignificant association between
a trait (present in cases, absent in
controls) and a risk factor. If we as-
sume further that we can discern the
actual truth of an association, then
significant or nonsignificant re-
sults can be further subdivided.
Figure 1 depicts the outcomes of
a case-control study, with the 4 cells
representing the combinations of the
study result and omniscient knowl-
edge of whether an association ac-
tually exists. The cells correspond to
4 outcomes: whether the study re-
sults are true negative, false nega-
tive, false positive, or true positive.
We use this schema to illustrate is-
sues in the design, analysis, and
interpretation of a case-control as-
sociation study.

True-Negative Result

Such findings represent the situa-
tion where the study result and
“truth” are in agreement: the study
outcome is correct, as no associa-
tion is detected and none exists.

False-Negative Result

Experimental Bias. Many types of
bias (ie, systematic effects that
deflect study results away from
truth) have been described in case-
control studies.23,29,32 We consider
here 3 experimental biases related to
genotyping. First, genotyping is a
complex undertaking and a multi-

In “Truth,” an Association Is

Absent Present

True Negative (Correct Outcome)

Explanation:
No Etiologic Relationship

False Negative (Incorrect Outcome)

Explanations:
Experimental bias

Chance (Type II Error)
Inappropriate Controls (Overmatching)

False Positive (Incorrect Outcome)

Explanations:
Experimental Bias

Chance (Type I Error)
Inappropriate Prior Probability

Inappropriate Controls (Stratification)

Not Significant

Significant

Case-Control 
Study Result True Positive (Correct Outcome)

Explanations:
Noncausal Correlation
Causal Relationship

Figure 1. Outcomes of a case-control study.
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tude of technical factors can lead to
erroneous data. Considerable care
must be taken to ensure that geno-
types are valid and reliable. Second,
genotypes must be determined with
blinding to case-control status to
minimize the risk of a result influ-
enced by an investigator’s precon-
ceptions, particularly as many geno-
typing methods require subjective
judgments. Third, genotyping pro-
cedures should not differ in cases and
controls. For example, bias could re-
sult if cases and controls are geno-
typed in separate batches months
apart. These biases can—depending
on the circumstances—lead to false-
negative or false-positive results.

Chance (Type II Error). The statis-
tical power of a study is its probabil-
ity of detecting a true effect. Power
ranges from unity to a lower limit de-
termined by the significance crite-
rion. Adequate power in neuropsy-
chiatry is usually considered to be
a probability of 0.80 or greater of de-
tecting an effect of moderate size.
Adequate power is no guarantee: a
study with power less than 0.80
might get lucky and a study with
power of 0.80 or more (but less than
unity) might get unlucky. Statisti-
cal power is determined by the sig-
nificance level (�), the number of
cases (n1) and controls (n0), the
prevalence of the risk factor in con-
trols (p0), and the relative risk con-
ferred by the risk factor (R).32,33

Power increases with �, sample size,
and R and varies in a biphasic man-
ner with p0.

Power calculations for a case-
control association study must take
into account that humans are dip-
loid and genotypes are composed of
2 alleles. Instead of simply using the
allele frequencies in controls as p0,
interactions between the alleles (eg,
dominant or recessive) must be
taken into account to yield the “ef-
fective prevalence” of the genetic
marker. For example, the effective
prevalence of a genetic risk factor
with an allele frequency of 0.20 is
0.36 (derived from calculating
[2�0.20]−0.202) under a domi-
nant model and 0.04 (which is 0.202)
under a recessive model (assuming
Hardy-Weinberg equilibrium).
Figure2 illustrates statistical power
for recessive and dominant alleles.

The calculations depicted in
Figure 2 assume a simple and di-
rect relationship between the ge-
netic risk factor and the trait. In par-
ticular, the calculations assume that
genetic or locus heterogeneity (cases
result from different genes in differ-
ent individuals) and etiologic het-
erogeneity (cases also result from
nongenetic factors) are absent. Het-
erogeneity is likely for neuropsychi-
atric disorders, making the calcula-
tions in Figure 2 highly optimistic.

Inappropriate Control Group
(Overmatching). A false-negative re-
sult can occur when cases and con-
trols are matched for a variable cor-
related with the outcome.32 For
example, assume that a gene predis-
poses individuals to high levels of
neuroticism, which increases the risk
formajordepression. If caseswithma-
jor depression and controls without

major depression are also matched for
neuroticism, then statistical power to
detect true differences in gene fre-
quency predisposing to major depres-
sion will be reduced.

False-Positive Result

Chance (Type I Error). The number
of significant results expected by
chance can be calculated with the bi-
nomial theorem,34 whichisapplicable
tostatisticallyindependentorunlinked
geneticmarkers(morecomplexmeth-
ods are needed for linked markers).
The probability of 1 or more positive
results expected by chance equals
1−(1−�)m, where � is the signifi-
cance level and m is the number of
independent markers. The Bonfer-
roni correction (1 − [1 − 0.05]1/m)
yields a constant false-positive prob-
ability of 0.05 no matter the size of
m, but is conservative.23
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Figure 2. Contour plots showing the power of a case-control association study (analytic calculations
assuming �=.05, n=100 per group, and Hardy-Weinberg equilibrium). A, Fully recessive model of gene
action. B, Fully dominant model. The relative risk conferred by the “effective prevalence” of the increasing
allele is on the x-axis and the increasing allele frequency, on the y-axis. Black indicates power of 0.80 or
more; dark gray, power greater than or equal to 0.70 but less than 0.80; and light gray, power less than 0.70.
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Figure 3 illustrates the rela-
tionship between the number of
unlinked genetic markers and the
probability of a false-positive find-
ing. By definition, the probability is
constant at 0.05 for the Bonferroni
correction. For �=.05, the probabil-
ity ranges from 0.05 for 1 marker
to 0.72 for 25 markers. In the near
future, it may become straightfor-
ward to generate thousands of geno-
types per person. The risk of a false-
positive finding due to multiple
statistical tests is of particular con-
cern in case-control association
studies given the enormous num-
ber of genes in the human genome
and the increasing ease of obtain-
ing genotypes.

In addition, many investiga-
tors use multiple diagnostic schemes
(eg, narrow, intermediate, and broad
definitions of schizophrenia), which
can increase the chance of false-
positive results. As these schemes are
usually not independent, adjust-
ment for multiple comparisons is
complex (akin to the situation for
linked genetic markers).

Inappropriate Prior Probability.
Given the vast size of the human ge-
nome, the prior probability that a
randomly selected gene will be as-
sociated with a neuropsychiatric dis-
order is very small. Our knowledge
of the etiology of these disorders is
imprecise and does not strongly im-
plicate candidate genes. Therefore,
as has been noted,14 there is a strong

chance that most statistically sig-
nificant candidate genes will be false
positives.

Inappropriate Control Group
(Population Stratification). False-
positive findings resulting from
inappropriate controls is a concern
for many methodologic approaches;
the appropriate control group for
an association study is particularly
controversial13 because of popula-
tion stratification (a sample com-
posed of �2 subgroups with differ-
ing genetic histories) resulting from
admixture. A sample drawn from
many urban centers will consist of
individuals from quite different
genetic backgrounds (eg, sub-
Saharan indigenous African, indig-
enous Asian, and European). A
false-positive result can occur in an
admixed or stratified population if
a trait is more prevalent in one eth-
nic group and if the frequency of
the genetic marker also differs by
ethnicity. Of particular concern is
cryptic admixture whereby a sample
that appears to be homogeneous
by self-reported ethnicity is none-
theless admixed.

The classic example is a hypo-
thetical case-control association
study of chopstick use and a ge-
netic marker (eg, HLA) that differs
markedly between Asians and Eu-
ropeans in a city like San Fran-
cisco.4 As the trait prevalence and
marker frequencies are very differ-
ent in the 2 subgroups, an associa-

tion study might find that HLA
“causes” chopstick use when the as-
sociation is merely an artifact of
population stratification.

We are aware of 3 general ap-
proaches to the problem of popula-
tion stratification. First, it can be
argued that differences in geno-
type frequency and/or disease fre-
quency must be fairly gross for strati-
fication to produce an artifactually
significant result35 and that simply
controlling for reported ancestry will
greatly reduce the risk.35,36 Con-
sider a case-control association study
of major depression in which the
sample of 200 cases and 200 con-
trols contains European Americans
(lifetime prevalence of major de-
pression, 17.9%) and African Ameri-
cans (lifetime prevalence, 11.9%)37

in proportions similar to those
found in Virginia (80% and 20%,
respectively). Figure 4 depicts the
P values that result from a null hy-
pothesis of no stratification effect
across different combinations of al-
lele frequencies in European and Af-
rican Americans. Rejecting the null
hypothesis (ie, detecting a “signifi-
cant” association that results solely
from stratification) is tenable only
when the allele frequencies are
highly discrepant in the 2 groups. In
general, stratification effects be-
come more probable with increas-
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Figure 3. False-positive probability as a function of the number of independent statistical comparisons
(or, in this instance, the number of unlinked genetic markers) for �=.05 (solid line; analytic calculations).
The dashed line depicts the function for �=.01; the dotted line, for the Bonferroni correction.
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Figure 4. Contour plot of the impact of different
combinations of allele frequencies in 2 groups
of different ancestry (analytic results).
Assumptions are as follows: independence of
the allele and trait; 200 cases and 200 controls;
2 ancestral groups randomly allocated to cases
and controls; 80% of the sample from the first
group and 20% from the second group; and trait
prevalences of 17.9% and 11.9% in the first and
second groups, respectively. The contours show
P values due to stratification and are in 4
shades: the lightest indicates .5�P�1.0; second
lightest, .25�P�.5; second darkest, .1�P�.25;
and darkest, P�.1.
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ing sample size, with greater trait
differences between groups, and as
the mixture of groups approaches
50:50.

The second approach is based
on study design, with “family-
based” association studies the most
widely discussed approach.12,38 In its
most basic form, the design re-
quires genotypes on affected pro-
bands (cases) and both biological
parents. For a particular genetic
marker, assume the following
genotypes for a family triad: father
A1/A2, mother A3/A4, and the af-
fected proband A1/A3 (Figure 5).
The parents transmitted to their
affected son alleles A1 (father) and
A3 (mother). In a singularly clever
twist, the control for the affected
son is the imaginary “pseudosib-
ling” with the untransmitted alle-
les (A2/A4). Analysis of alleles trans-
mitted to affected offspring and
alleles transmitted to pseudosib-
lings yields a matched comparison.

The advantage of family-
based association studies is that the
control group is ideally matched and
impervious to false-positive results
caused by admixture. This design
has been expanded in many useful
ways (eg, incorporating interac-
tions between genes and environ-
mental risk factors).39-41 However,
relatively optimistic42 power calcu-
lations for family-based association
studies16,43 have been shown to be

problematic in the presence of het-
erogeneity44 (note that heterogene-
ity also erodes power for classic case-
control association designs). Finally,
this design can be difficult proce-
durally, as the unit of analysis is 3
people, any one of whom may be un-
cooperative or unavailable. More im-
portant, this could also introduce
important biases if complete triads
differ systematically from the larger
sample of affected individuals. For

example, the resulting sample of
complete families could have an ear-
lier age at onset or lesser severity
than incomplete families. Prelimi-
nary data suggest that this might be
of concern for bipolar disorder and
schizophrenia.45

Figure 6 illustrates the statis-
tical power of the family-based as-
sociation design. As it is widely sus-
pected that samples of individuals
with identical DSM-IV diagnoses will

Father

A1/A2

Mother

A3 /A4

Affected Son

A1/A3

Pseudosibling 
Control

A2 /A 4

Figure 5. Diagram showing how the genotype
of an affected individual (A1/A3) combined with
parental genotypes (father A1/A2 and mother
A3/A4) can be used to create a matched
pseudosibling control (A2/A4) to eliminate the
potential for a false-positive result due to
population stratification.
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Figure 6. Contour plots demonstrating the power of a family-based association study (assuming �=.05
and 100 triads composed of an affected offspring and both biological parents) for dominant and
recessive models of gene action. Power was estimated via simulation with 1000 repetitions per parameter
combination. Black indicates power of 0.80 or more; dark gray, power greater than or equal to 0.70 but
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be a mixture (eg, affected because
of nongenetic reasons or different
genes), we added a parameter to de-
scribe the baseline risk in the ab-
sence of the effects of the gene un-
der study to make these analyses
more realistic. If this parameter is
small (eg, 1%), then cases are rarely
caused by any effects other than the
genetic locus being studied. As this
parameter becomes larger (10% or
25%), then cases are more often
caused by environmental effects or
by genes other than the one being
studied (etiologic and genetic
heterogeneity).

Figure 6 depicts contour plots
for the statistical power of allele fre-
quency and relative risk for 6 com-
binations of genetic model (domi-
nant or recessive) and baseline risk
(1%, 10%, and 25%). Power de-
clines sharply as the baseline risk in-
creases. Many combinations of rela-
tive risk and allele frequency possess
low statistical power.

The third approach for guard-
ing against the risk of a false-
positive result caused by popula-
tion stratification is empirical. These
methods use genotypes at loca-
tions in the genome not involved in
the etiology of the trait to evaluate
empirically the degree of admix-
ture. In one method, cases and con-
trols are genotyped for 15 to 20 ad-

ditional genetic markers to construct
a �2 test for stratification.46 If this “di-
agnostic test” for stratification is
positive, additional genotyping
(�100 unlinked loci per subject) can
be used to assign individuals to sub-
groups based on empirical ancestry
and to test for association within
subgroups.47 Another approach is to
use “genomic control”; with addi-
tional genotyping (�60 markers
per subject), the degree of stratifi-
cation within a sample can be com-
puted and used to adjust the test
statistic for a genetic marker.36,48 Al-
though these approaches appear
promising, actual experience with
them is limited.

True-Positive Result

We consider last the holy grail of
case-control association studies, in
which the study results are in ac-
cord with truth. The awkward
phrase “association study” was
coined with care. If a study finds a
true association between a genetic
marker and a neuropsychiatric dis-
order, it does not necessarily fol-
low that the gene is causal, in much
the same way as a correlation be-
tween 2 variables does not neces-
sarily represent causation.

Noncausal Pathways. A true-
positive result could represent a non-
causal path. It is possible that a true
association could capture an aspect
of a causal association although it is
not itself causal. Figure 7 depicts
a simplified way in which this might
occur. At the top of the diagram is a
DNA sequence with 2 polymor-
phisms (markers 1 and 2). The
causal path leads from marker 2 to
a manifest change that leads to an
observable characteristic (trait B).
Trait B is correlated with trait A,
which has no direct relationship with
marker 2.

For example, a study might find
an association between trait B and
marker 1. Because of linkage dis-
equilibrium,11,12,18 the “signal” from
the causal mutation (marker 2)
might be detectable in nearby mark-
ers. As another example, an associa-
tion between marker 2 and trait A
might be detected. Although marker
2 causes trait A, the association de-
tected does not disclose the more

fundamental relationship between
marker 2 and trait B.

Causal Relationship. This last
outcome is a goal of case-control as-
sociation studies: to elucidate the
specific genetic basis of critically
important neuropsychiatric disor-
ders. Genetic causes of neuropsy-
chiatric disorders are likely to be dif-
ferent from the direct and strong
etiologic relationships of classic epi-
demiology.21 Genes causally associ-
ated with neuropsychiatric disor-
ders might act in an “ecological”
manner49: effects will be subtle and
variable, risk will be altered in a
probabilistic manner, genetic het-
erogeneity will be evident, and causal
genes will interact with environmen-
tal factors.5

FALSE-POSITIVE RESULTS
AND THE NOTORIETY

OF CASE-CONTROL
ASSOCIATION STUDIES

Case-control association studies
have the perhaps justified reputa-
tion of producing false-positive re-
sults in neuropsychiatry.13,14 How-
ever, the critical sources of false-
positive findings—experimental
bias, type I error, inappropriate prior
probabilities, and population strati-
fication—can, in principle, be mini-
mized or controlled via experimen-
tal or analytic techniques. The most
important of these reasons may be
the use of inappropriate prior prob-
abilities. The human genome is enor-
mous and the prior probability of as-
sociation for a randomly selected
gene is very low. As Crowe14 noted,
for �=.05 and a low prior probabil-
ity, nearly all positive results (�99%)
will be false positive.

We illustrate this problem in
Table 1 and suggest a tentative set
of anchors for prior probability ref-
erenced by the log transformation of
the prior probability (“level”). The
scale ranks hypotheses from level 5
(most unlikely) to level 0 (certainty).
Given current uncertainties regard-
ing the number of genes in the hu-
man genome (see footnotes to Table
1), the anchor points may change.
A level 5 hypothesis corresponds to
a gene selected at random from the
genome. If we assume that half of
human genes are expressed in the

Marker 1 Marker 2

acC gct ccg gag cgg gag Ggg agg ctt cgc gga acg ctc

Alteration of Protein 
Expression or Function

Observable Disorder or 
Behavior (Trait B)

Trait A

Figure 7. A highly simplified illustration of how
a true-positive association might not be a causal
path. A portion of the DNA sequence of the
human dopamine transporter is depicted at the
top of the diagram with 2 fictitious
polymorphisms (markers 1 and 2). Intermarker
distances are usually considerably greater than
shown here. Mutation in marker 2 leads to
altered protein expression or function and
thence to an observable characteristic (trait B),
which in turn causes trait A.
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central nervous system and that this
is characteristic of genes that influ-
ence neuropsychiatric disorders,
then level 4.5 corresponds to a ran-
dom gene expressed in the central
nervous system. The level 4 anchor
is for one of a set of several dozen
genes involved in monoamine
neurotransmission broadly impli-
cated in a range of neuropsychiat-
ric disorders (“round up the usual
suspects”54). If prior knowledge sug-
gested that it was highly probable
that these genes were causal (eg, the
HLA region in type 1 diabetes melli-
tus), then a lower level might be jus-
tified. As current knowledge of the
etiopathology of most neuropsychi-
atric disorders is imprecise, we be-
lieve that only a modestly de-
creased level is warranted. Finally,
a level 3 prior probability may be
warranted for a candidate gene in a
genomic region strongly impli-
cated by a linkage study.

As shown in the rightmost col-
umn of Table 1, the odds ratio for
detecting a true gene effect against
the background of chance false-
positive results is not favorable un-
less the hypothesis is at least level

2. Conversely, the risk of a false-
positive result is quite high when the
prior probability is in the level 2.5
to 5 range. The use of inappropri-
ately optimistic prior probabilities
could be the single most important
reason for the propensity of case-
control association studies to pro-
duce apparently false-positive re-
sults in neuropsychiatry.

There are basically 2 options for
the researcher interested in control-
ling the risk of a false-positive re-
sult. First, a more stringent � level
could be used. The difficulty here is
that smaller � levels also mean mark-
edly lower statistical power in a con-
text in which many studies are al-
ready likely to be underpowered.
Second, researchers could increase
the prior probabilities of the genes
they study. The choice of candi-
date genes is usually dictated by prior
knowledge of the pathophysiology
of a disorder. For example, for many
complex traits of public health im-
portance (eg, asthma, hyperten-
sion, and diabetes mellitus), there is
a considerable body of knowledge
about the anatomic and metabolic
correlates that suggests a logical set

of candidate genes. For most neu-
ropsychiatric disorders, knowl-
edge of pathophysiology is con-
siderably more limited (in fact,
elucidation of cryptic causes is usu-
ally an explicit aim of case-control as-
sociation studies of these disorders).
Thus, the most important way to in-
crease prior probabilities is via rep-
lication and meta-analysis.

ESTABLISHING BELIEF
IN AN ASSOCIATION

At this point, we drop the fictions
underlying Figure 1. Researchers do
not know the truth of an associa-
tion but merely a quantitative P value
(which may be above or below some
significance level) that summarizes
the results of an effortful associa-
tion study. The next question is, how
do we come to believe whether
significant results are true or false
positives or whether nonsignifi-
cant results are true or false nega-
tives?

It is axiomatic that true-pos-
itive or true-negative findings should
be replicable. It is less widely appre-
ciated that there are valid reasons

Table 1. Prior Probabilities in Neuropsychiatry

Level* Prior Probability Odds Against† Anchors OR (� = .01)‡

5.0 0.00001 99 999:1 Random gene in the human genome§ 0
4.5 0.00003 31 622:1 Random gene expressed in the central nervous system� 0
4.0 0.00010 9999:1 One of the “usual suspects”¶ 0
3.5 0.00032 3161:1 0
3.0 0.00100 999:1 Positional candidate gene—broad region# 0
2.5 0.00316 315:1 Positional candidate gene—narrower region# 0.2
2.0 0.010 99:1 Positional candidate gene—with follow-up work 2.4
1.5 0.032 31:1 11
1.0 0.10 9:1 42
0.5 0.32 2:1 197
0.3 0.50 1:1 Even odds . . .
0.0 1.00 0:1 Certainty . . .

*The level equals −log10 (prior probability).
†The odds against the hypothesis equals (1 − probability)/probability.
‡Assume that there is a pool of N genes (N = 1/prior probability) that are tested for association. The N genes are assumed to be statistically independent. One

gene is causal and the other N − 1 genes are noncausal. The probability of detecting the causal gene is 0.80. The rightmost column shows the odds ratio (OR) for
detecting the true gene assuming � = .01. The OR is unfavorable for hypotheses less likely than level 2.0.

§As of this writing (January 2001), estimates of the number of genes in the human genome vary widely but most are in the level 4.5 (32 000 genes) to level 5
(100 000 genes) range.50

�If half of all genes in the human genome are expressed in the central nervous system, prior probabilities range from level 4.2 (32 000 genes) to level 4.7
(100 000 genes).

¶The “usual suspects” are serotonergic, dopaminergic, and noradrenergic genes broadly implicated in neuropsychiatry. Each “system” contains proteins
involved in synthesis, storage, release, receptor binding, second messenger, and bioconversion of the neurotransmitter. Assignment of level 4.0 as a naive prior
probability reflects imprecise knowledge of their involvement in psychotic, affective, anxiety, eating, impulse control, and addictive disorders.

#Assume that a linkage study implicates a genomic region and thus “positional” candidate genes. Assume further that the sex-averaged map length of the
human genome is 3488 centimorgans(cM)51 and that there are 80 000 genes in the genome. If the linkage peak is quite broad (40 cM), an average of about 920
genes would lie in the support interval (level 3). If the linkage peak is narrower (15 cM, eg, for genes of strong effect or large sample sizes52) an average of about
340 genes would be in the support interval (level 2.5). The level could also be decreased with follow-up work (eg, via fine-mapping and statistical analyses53).
However, individual regions can contain many more or fewer genes than average: a linkage peak in a gene-poor region may have a considerably higher
prior probability.
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why a study result might not be rep-
licable. A significant finding might
not be replicable because of chance.
Assume that 5 investigators con-
duct independent case-control as-
sociation studies of the same ge-
netic marker and neuropsychiatric
disorder and that each study has a
power of 0.80. The probability34 of
all 5 studies detecting the associa-
tion is only 0.33 (assuming the as-
sociation is true and the effect sizes
are comparable). Furthermore, neu-
ropsychiatric disorders are com-
plex traits.4,5 If these disorders re-
sult from different types of causes
(genetic and etiologic heterogene-
ity) whose mixture varies across
samples, nonreplication might oc-
cur. For example, it may be true that
variation in the aldehyde dehydro-
genase gene55 markedly alters the
risk of alcoholism in indigenous
Asians and true that the polymor-
phism is rare in a second sample:
nonreplication reflects true differ-
ences in etiology across samples.

SUMMARIZING
THE LITERATURE

An essential part of nearly all scien-
tific reports is a review of the previ-
ous literature. The simplest ap-
proach is to tally the positive and
negative studies. This “box score” or
“vote-counting” method is problem-
atic because equal weights are given
to each study. Because of equal

weighting, small studies count as
much as very large studies. More im-
portant, the focus is nearly entirely on
whether a study produces a P value
that is or is not below some signifi-
cance level; the effect sizes are disre-
garded.56 For example, the box score
approach would weight studies with
P=.04 similarly, even if the effect sizes
were highly variable. The more wor-
risome scenario is when the studies
in the literature are nonsignificant (eg,
P=.10) yet the individual studies all
possess low statistical power. In such
an instance, the literature could ac-
tually support a cumulative effect that
the box score approach would miss.

With additional work,57,58 a
meta-analysis59 can be conducted.
Meta-analysis improves on the box
score approach by weighting studies
for sample size and effect size and is
an increasingly standard approach in
the genetic association literature in
neuropsychiatry.60-62 Bayesian ap-
proaches may be particularly use-
ful.63,64 Meta-analysis assumes that the
primary studies were conducted in a
sufficiently comparable manner and
that studies available for review are
representative of the studies actually
conducted. The validity of a meta-
analysis may be low if there are a
substantial number of unpublished
negative results (the “file drawer
problem”). By combining individual
studies that may be underpowered,
meta-analysis has the potential to
bring clarity to a body of research.

CONCLUSIONS

In this brief review, we attempted to
explicate the critical issues in the de-
sign, analysis, and interpretation of
genetic case-control association
studies. We did not cover a num-
ber of important topics (eg, the use
of haplotypes in association stud-
ies and a more detailed treatment of
the similarities and differences be-
tween linkage and association5), and
we made simplifying assumptions
(eg, considering only biallelic
markers). However, we attempted to
provide references for the inter-
ested reader.

We suggest that case-control
association studies are a useful
methodologic approach that—like
experimental methods—possess
potential pitfalls. If conducted with
care, association studies should be
an important tool in genetic and
clinical neuropsychiatry. Whether or
not one agrees with this perspec-
tive, the reality is that association
studies are likely to be widely used
in neuropsychiatry in the years to
come. Therefore, we summarize in
Table 2 a set of tentative recom-
mendations that may be of use to
investigators using this scientific
approach.

Many of these recommenda-
tions are self-explanatory and have
analogs in other experimental de-
signs. As has become standard in the
literature, phenotypic classifica-
tion must be done with care and
rigor. Genotyping contains numer-
ous potential sources of error, but,
in principle, these are amenable to
careful and appropriate experimen-
tal design. We discuss the crucial
recommendations below.

Sampling

Inappropriate sampling can yield
groups of cases and/or controls
that lead to false-positive or false-
negative results. This topic has been
extensively discussed.23,29,32,65

False-Negative Results

It is relatively easy to generate op-
timistic power calculations for case-
control association studies under the
assumptions of homogeneity and
large genetic effect sizes. However,

Table 2. Recommendations for Association Studies in Neuropsychiatry

Topic Recommendation

Phenotype Cognizance of limitations of DSM-IV/ICD-10 definitions
Clear and explicit definitions
Use of reliable diagnostic procedures
Lifelong perspective
Determination blinded to genotype
Collect covariates (ancestry, sex, age at onset, comorbidity, etc)

Genotype Rigorous error control and checking procedures
Determination blind to phenotype
Similar procedures for cases and controls

Sampling Appropriate selection of cases and controls
False-negative results

(type II error)
Power calculations that account for heterogeneous and subtle genetic

effects dictate very large sample sizes
False-positive results

(type I error)
Address threat of population stratification empirically or by design
Explicit statement of number of markers genotyped or planned to be

genotyped
Use realistic prior probabilities

Interpretation Highly cautious interpretation of results from single studies
Replication Greatly facilitated by collaboration

Routine use of meta-analysis
Publishing Journals develop a format for convenient publishing of negative results
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studies guided by such power cal-
culations are not likely to possess
sufficient statistical power in actu-
ality. Investigators should design
studies based on realistic power cal-
culations, which may dictate sample
sizes as much as 10 to 20 times larger
than those typically reported.

False-Positive Results

Historically, the main criticisms of
case-control association studies have
focused on their potential to gener-
ate false-positive results. This con-
cern is warranted and poses a major
threat. However, the general focus in
the literature has been on the prob-
lemofpopulationstratification,which
may be less of a threat than false-
positive results due to chance and in-
appropriate prior probabilities. Al-
though population stratification can
yield false-positive results, a number
of measures can decrease or elimi-
nate the threat by design12,39,66 or em-
pirically.36,46-48 In addition, the threat
may not be large for a well-designed
study.35 In an era of increasingly high-
throughput genotyping, a greater
threat is false-positive results due to
chance. For example, if an investiga-
tor genotypes 40 markers and pub-
lishes only the best results, the net re-
sult is misleading. Therefore, it is
important that reports include an ex-
plicit statement of the numbers of
markers genotyped or planned to be
genotyped so that reviewers and read-
ers can evaluate the impact of chance.
The greatest threat arises from in-
appropriately optimistic prior prob-
abilities (Table 1) and is perhaps an
important reason underlying the
patterns of nonreplication in psychi-
atric genetics.14 We suggest that meta-
analytic approaches are particularly
valuable in this context.

True-Positive Results

Given that genetic effects appear to
be important for many neuropsy-
chiatric disorders,1,67-70 identifica-
tion of the relevant genes could have
dramatic effects on clinical re-
search and treatment development
and perhaps even yield rational pri-
mary and secondary preventive strat-
egies. At the very least, these ef-
forts will generate new and perhaps
surprising hypotheses.

This is an obvious and usually
elusive goal in neuropsychiatry.
Clearly, the results of single stud-
ies must be interpreted with cau-
tion. The model adopted by many in
psychiatric genetics is one of col-
laboration and gradual progress
rather than one where a single study
could break open a field and of it-
self solve a problem. To facilitate this
end, given that researchers and edi-
tors alike appear to be increasingly
uninterested in publishing nega-
tive results, it is crucial that the ma-
jor neuropsychiatric journals de-
velop a means by which negative
results can be published in a brief
format for inclusion in meta-
analytic studies.
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